Animals identify, interpret, and respond to complex, natural signals that are often multisensory. The ability to integrate signals across sensory modalities depends on the convergence of sensory inputs at the level of single neurons. Neurons in the amygdala are expected to be multisensory because they respond to complex, natural stimuli, and the amygdala receives inputs from multiple sensory areas. We recorded activity from the amygdala of 2 male monkeys (Macaca mulatta) in response to visual, tactile, and auditory stimuli. Although the stimuli were devoid of inherent emotional or social significance and were not paired with rewards or punishments, the majority of neurons that responded to these stimuli were multisensory. Selectivity for sensory modality was stronger and emerged earlier than selectivity for individual items within a sensory modality. Modality and item selectivity were expressed via three main spike-train metrics: (1) response magnitude, (2) response polarity, and (3) response duration. None of these metrics were unique to a particular sensory modality; rather, each neuron responded with distinct combinations of spike-train metrics to discriminate sensory modalities and items within a modality. The relative proportion of multisensory neurons was similar across the nuclei of the amygdala. The convergence of inputs of multiple sensory modalities at the level of single neurons in the amygdala rests at the foundation for multisensory integration. The integration of visual, auditory, and tactile inputs in the amygdala may serve social communication by binding together social signals carried by facial expressions, vocalizations, and social grooming.

**Key words:** amygdala; multisensory; primate

**Significance Statement**

Our brain continuously decodes information detected by multiple sensory systems. The emotional and social significance of the incoming signals is likely extracted by the amygdala, which receives input from all sensory domains. Here we show that a large portion of neurons in the amygdala respond to stimuli from two or more sensory modalities. The convergence of visual, tactile, and auditory signals at the level of individual neurons in the amygdala establishes a foundation for multisensory integration within this structure. The ability to integrate signals across sensory modalities is critical for social communication and other high-level cognitive functions.

**Introduction**

From learning that the buzzing of a bee might be accompanied by a painful sting to combining words with body language to understand the emotions of others, the natural world requires organisms to incorporate information from all available senses. High-level association cortices, such as the superior temporal sulcus and PFC, integrate socially significant signals from multiple sensory modalities at the single-neuron level (Barraclough et al., 2005; Sugihara et al., 2006; Chandrasekaran and Ghazanfar, 2009; Dahl et al., 2010; Romanski and Hwang, 2012; Diehl and Romanski, 2014). These areas are bidirectionally connected to the amygdala (Aggleton et al., 1980; Amaral and Price, 1984; Ghashghaei and Barbas, 2002; Sah et al., 2003), a structure known to signal the affective and social significance of stimuli (Leonard et al., 1985; Brothers et al., 1990; Uwano et al., 1995; Zald and Pardo, 1997; Schoenbaum et al., 1999; Paton et al., 2006; Gothard et al., 2007; Hoffman et al., 2007; Bermudez and Schultz, 2010; Haruno and Frith, 2010; Kuraoka and Nakamura, 2012; Genud-Gabai et al., 2013; Gore et al., 2015; Resnik and Paz, 2015; Minzha et al., 2017). The anatomical convergence of inputs of multiple sensory modalities in the amygdala, and the role this structure plays in computing the social/emotional significance of multisensory stimuli, suggest that neurons in the amygdala respond to multiple sensory modalities. However, the degree of convergence of different sensory modalities at the single-neuron level in the amygdala is unknown.
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Remarkably few studies have explored the cellular basis of multisensory processing in the primate amygdala, and those that do used tasks in which the social/emotional significance of the stimuli may have affected neural responses (Nishijo et al., 1988; Kuraoka and Nakamura, 2007). Most neurophysiological recordings from the primate amygdala have relied on visual stimuli. Collectively, these studies reported that ~12%–50% of neurons in the amygdala are visually responsive (Leonard et al., 1985; Brothers et al., 1990; Sugase-Miyamoto and Richmond, 2005; Paton et al., 2006; Gothard et al., 2007; Mosher et al., 2010, 2014; Minzha et al., 2017; Munuera et al., 2018). Recently, Mosher et al. (2016) reported that ~34% of neurons in the monkey amygdala respond to tactile stimulation of the face (Mosher et al., 2016). Few studies have explored auditory responses in the amygdala of primates (Genud-Gabai et al., 2013; Resnik and Paz, 2015), and it is unclear what proportion of neurons respond to sounds. Gustatory and olfactory stimuli activate widely varying proportions (8%–50%) of amygdala neurons depending on the behavioral task used (Karadi et al., 1998; Scott et al., 1993, 1999; Kadohisa et al., 2005; Sugase-Miyamoto and Richmond, 2005; Rolls, 2006; Livneh and Paz, 2012). Based solely on these proportions, it is likely that these neurons process inputs from multiple modalities.

An important challenge in investigating the organization of multisensory inputs in the amygdala is to differentiate the purely sensory component of the neural response from task- or value-related activity. For example, Genud-Gabai et al. (2013) showed that neurons in the amygdala encode whether a stimulus is a “safety signal” regardless of the sensory modality of the stimulus. Likewise, Paton et al. (2006) noted that both value and sensory features of images were often encoded by the same neurons. It is imperative, therefore, to start exploring the organization of sensory modalities in the amygdala using stimuli devoid of inherent, species-specific, or learned affective or behavioral significance.

Here we addressed the following questions regarding multisensory processing in the monkey amygdala using neutral visual, tactile, and auditory stimuli: (1) What are the relative proportions of neurons that respond to single versus multiple sensory modalities? (2) How is information about sensory modality encoded by the spike trains of these cells? (3) Are multisensory neurons more common in nuclei that represent later stages of intra-amygdala processing? We found a large, widely distributed population of neurons in the amygdala that were multisensory. Selectivity for sensory modality was encoded via modulations in response magnitude, polarity, and duration.

Materials and Methods

Surgical procedures

Two adult male rhesus macaques, Monkey F and Monkey B (weight 9 and 14 kg; age 9 and 8 years, respectively), were prepared for neurophysiological recordings from the amygdala. The stereotaxic coordinates of the right amygdala in each animal were determined based on high-resolution 3T structural MRI scans (isotropic voxel size = 0.5 mm for Monkey F and 0.55 mm for Monkey B). A square (26 × 26 mm inner dimensions) polyether ketone, MRI-compatible recording chamber was surgically attached to the skull, and a craniotomy was made within the chamber. The implant also included three titanium posts, used to attach the implant to a ring that was locked into a head fixation system. Between recording sessions, the craniotomy was sealed with a silicone elastomer that can prevent growth and scarring of the dura (Spitler and Gothard, 2008). All procedures comply with the National Institutes of Health guidelines for the use of nonhuman primates in research and have been approved by Institutional Animal Care and Use Committee.

Experimental design

Electrophysiological procedures. Single-unit activity was recorded with linear electrode arrays (V-probes, Plexon) that have 16 equidistant contacts on a 236-μm-diameter shaft. The first contact is located 300 μm from the tip of the probe, and each subsequent contact is spaced 400 μm apart; this arrangement allowed us to monitor simultaneously the entire dorsolateral expanse of the amygdala. Impedance for each contact typically ranged from 0.2 to 1.2 MΩ. The anatomical location of each electrode was calculated by drawing to scale on each MRI slice the chamber and aligning it to fiducial markers (coaxial columns of high contrast material). During recordings, slip-fitting grids with 1 mm distance between cannula guide-holes were placed in the chamber; this allowed a systematic sampling of most mediolateral and anteroposterior locations in the amygdala (see Fig. 5A).

The analog signal from each channel on the V-probe was digitized at the headstage (Plexon, HST/16D Gen2) before being sent through a Plexon preamplifier, filtering from 0.3 to 6 kHz, and sampling continuously at 40 kHz. Single units were sorted offline (Plexon offline sorter version 3, RRID:SCR_000012) using predominately principle component analysis.

Stimulus delivery. The monkey was seated in a primate chair and placed in a recording booth featuring a 1280 × 720 resolution monitor (ASUSTek Computer), two Audix PH5-VS powered speakers (Audix) to either side of the monitor, a custom-made airflow delivery apparatus (Crist Instruments), and a juice spout (Fig. 1A, B). The airflow system was designed to deliver gentle, nonaversive airflow stimuli to various locations on the face and head (the pressure of the air flow was set to be perceptible but not aversive). The system, based on the designs of Huang and Sereno (2007) and Goldring et al. (2014), consists of a solenoid manifold and an airflow regulator (Crist Instruments), which controlled the intensity of the airflow directed toward the monkey. Low-pressure vinyl tubing lines (ID 1/8 inch) were attached to 14 individual computer-controlled solenoid valves and fed through a series of Loc-line hoses (Lockwood Products). The Loc-line hoses were placed such that they did not move during stimulus delivery and were out of the monkey’s line of sight (Fig. 1B). All airflow nozzles were placed ~2 cm from the monkeys’ fur, and outfoul was regulated to 20 psi. At this pressure and distance, the air flow caused a visible deflection of the monkeys’ fur.

Stimulus delivery was controlled using custom-written code in Presentation Software (Neurobehavioral Systems). The monkey’s eye movements were tracked by an infrared eye tracker (ISCAN, camera type: RK826PCI-01) with a sampling rate of 120 Hz. Eye position was calibrated before every session using a 5 point test. During the task, the animal was required to fixate for 125 ms a central cue (“fixspot”) that subtended 0.35 dva. Successful fixation was followed by the delivery of a stimulus randomly drawn from a pool of neutral visual, tactile, and auditory stimuli (Fig. 1B). In Monkey B, there was no delay between the fixspot offset and stimulus onset, whereas in Monkey B, a 200 ms delay was used (Fig. 1). Stimulus delivery lasted for 1 s and was followed (after a pause of 700–1200 ms) by juice reward. Each stimulus was presented 12–20 times and was followed by the same amount of juice. Trials were separated by a 4 s intertrial interval.

Each day, a set of eight novel images were selected at random from a large pool of pictures of fractals and objects. Images were displayed centrally on the monitor and covered ~10.5 × 10.5 dva area. During trials with visual stimuli, the monkey was required to keep his eye within the boundary of the image. If the monkey looked outside of the image boundary, the trial was terminated without reward and repeated following an intertrial interval.

Tactile stimulation was delivered to eight sites on the face and head (Fig. 1B): the lower muzzle, upper muzzle, brow, and above the ears on both sides of the head. The face was chosen because, in our previous study, a large proportion of the neurons in the amygdala responded to tactile stimulation of the face (Mosher et al., 2016). Two “sham” nozzles were directed away from the monkey on either side of the head to control for the noise made by the solenoid opening and/or by the movement of air through the nozzles. Pre-experiment checks ensured that the airflow was perceptible (deflected the hairs) but not aversive. The monkeys displayed slight behavioral responses to the stimuli during the first few days.
habituation sessions, but they did not respond to these stimuli during the experimental sessions.

For each recording session, a set of eight novel auditory stimuli were taken from www.freesound.org, edited to be 1 s in duration, and amplified to have the same maximal volume using Audacity sound editing software (Audacity version 2.1.2, RRID:SCR_007198). Sounds included musical notes from a variety of instruments, synthesized sounds, and real-world sounds (e.g., tearing paper). The auditory stimuli for each session were drawn at random from a stimulus pool using a MATLAB (The MathWorks, version 2016b, RRID:SCR_001622) script.

All stimuli were specifically chosen to be unfamiliar and devoid of any inherent or learned significance for the animal. Stimuli with socially salient content, such as faces or vocalizations, were avoided as were images or sounds associated with food (e.g., fruit or the sound of the feed bin opening). Airflow nozzles were never directed toward the eyes or into the ears to avoid potentially aversive stimulation of these sensitive areas. Because previous studies have failed to find tuning to low-level visual features, such as color, shape, or orientation (Sanghera et al., 1979; Ono et al., 1983; Nakamura et al., 1992), we did not systematically alter these features in our stimulus set.

Statistical analysis
Spike times and waveforms were imported into MATLAB for further analysis using scripts from the Plexon-MATLAB Offline Software Development Kit (Plexon). A neuron was only included in the general analysis if it met three criteria: (1) it was active during at least 144 consecutive trials, (2) the mean firing rate of the cell during either the baseline (−2 to −1 s preceding the onset of the fixspot) or during stimulus delivery (0–1 s after stimulus on) was >1 Hz, and (3) the estimated location of the neuron was within the amygdala. A total of 231 cells (109 from Monkey B, and 122 from Monkey F) met these criteria.

We first established whether each neuron responded to any of the sensory modalities using a sliding window Wilcoxon rank-sum test. This method has been used previously to assess neural responsivity in quiescent structures, such as the amygdala (Kennerley et al., 2009; Rudebeck et al., 2013; Mosher et al., 2016). Briefly, rank-sum tests were used to compare the firing rate in a series of 100 ms bins throughout the stimulation period (each bin stepped by 20 ms) to a pretrial baseline period. If the response in any of the bins was significantly different from the pretrial baseline, the cell was classified as responsive. The $\alpha$ value ($\alpha$) was Bonferroni–Holm corrected for number of comparisons per set. In most cases, there were 46 tests per modality (i.e., the tests started with a bin spanning 0–100 ms and ended with a bin spanning 900–1000 ms). In some cases, we found that fixspot responses continued into the stimulation window. To avoid erroneously attributing the responses in these bins to stimulus delivery, we shifted the period in which we ran the rank-sum tests by 200 ms (i.e., the tests started at 200–300 ms and ended at 900–1000 ms, performing 36 tests). In these cases, we corrected the $\alpha$ value accordingly. To ensure that the auditory component of the airflow was not the cause of significant activity changes on tactile trials, we compared the neural response to airflow directed toward the monkey and airflow directed away from the monkey (“sham” trials) for each cell. This was done using a series of rank-sum tests comparing the activity in each

Figure 1. Experiment paradigm. A, Setup for the delivery of visual, tactile, and auditory stimuli. The monkey was seated in a primate chair facing a monitor and two speakers. Speakers, air flow lines, and juice spout were placed such that they did not block the view of the monitor. B, Frontal view of the Loc-line hoses for tactile stimulation locations (green). All hoses were placed orthogonal to the surface of the skin at −2 cm distance and directed toward nonsensitive areas (i.e., away from the eyes and ears). C, Task design. The monkey fixates a target cue on the monitor that is followed by a visual, tactile, or auditory stimulus drawn at random from a stimulus set. Stimulus delivery is followed by a small juice reward.
100 ms bin between these two conditions (Bonferroni-corrected for number of comparisons). A bin must show a significant difference for both baseline versus response and sham versus response in order for it to be classified as tactile responsive.

To determine the validity of our statistical methods, we performed two control analyses: (1) calculated the number of responsive cells when varying the bin size and (2) calculated the false-discovery rate using nonstimulus windows with two separate methods.

Changing the window size by ±50 ms resulted in <5% changes in the total number of responsive cells. Even doubling the window size to 200 ms only resulted in a 5.6% increase in the number of responsive cells. These changes were not statistically significant (χ²(3, N = 231) = 3.18, p = 0.37). Therefore, the results are likely not attributable to the parameters of the sliding-window Wilcoxon rank-sum analysis.

Although the Bonferroni–Holm correction method is a relatively strict way to control for multiple comparisons, it is possible that we underestimated the rate of false positives generated using the sliding window Wilcoxon rank-sum test. We applied the same analysis described above to periods of time in the interblock interval (i.e., when no task-related activity was present) and found that this test classified 8 of 231 neurons as responsive. This corresponds to a false discovery rate of 3.5%.

To further validate our findings, we calculated the false discovery rate using a Wilcoxon rank-sum based cluster mass test described by Maris and Oostenveld (2007) and applied to single-unit data by numerous groups (Kaminski et al., 2017; Gelbard-Sagiv et al., 2018; Intveld et al., 2018). In this method, a series of Wilcoxon rank-sum tests were again used to assess firing rate differences between baseline bins and a series of 100 ms bins (20 ms steps) taken from the stimulation period for each response category. The longest segment of adjacent bins with significant p values (<0.01) was identified, and the Z statistics during this cluster of bins was summed. This gives a cluster-level test statistic for the stimulation versus baseline comparison. The labels for the bins (baseline vs stimulation) were then shuffled randomly to obtain binned firing rate data that no longer corresponded to the timeline of the task. We extracted the cluster-level Z statistic from 500 different shuffles.

This method gives a distribution of Z statistics that could be obtained due solely to the parameters of the Wilcoxon rank-sum tests and not to differences between the stimulation and baseline periods. If the Z statistic obtained from the nonshuffled data fell within the inner 99th percentile of values, it was considered a false positive, whereas values falling outside of this range were considered true positives. Using this method, which restricts false positives to <1%, we found 168 cells that responded to the stimuli. This value is similar to Bonferroni–Holm correction method due solely to the parameters of the Wilcoxon rank-sum tests and not to differences between the stimulation and baseline periods.

A χ² test compared the number of cells that showed visual, tactile, or auditory responses to determine whether there were any differences in the prevalence of these responses among the neurons. Each neuron was then assigned to eight possible categories: (1) “visual only,” (2) “tactile only,” (3) “auditory only,” (4) “visual-and-tactile,” (5) “visual-and-auditory,” (6) “tactile-and-auditory,” (7) “visual-and-tactile-and-auditory,” or (8) “nonresponsive” based on the results of the sliding window rank-sum test. We compared the number of neurons observed in each class with the predicted values generated from a binomial probability density function. To generate the expected values for these distributions (Fig. 2E), we used the conditional probabilities obtained from the rates of visual, tactile, and auditory responses across the 231 recorded cells. Conditional probability is given by the following formula:

\[ P(A|B,C) = \frac{P(A \cdot B \cdot C)}{P(C)} \]

Where P(A) is the probability of Condition A being true and P(B) is the probability of Condition B being true. For example, the conditional probability of a cell responding to visual and tactile but not auditory stimuli is given by the following:

\[ P(\text{Vis} \cdot \text{Tac} | \text{Not Aud}) = P(\text{Vis}) \cdot P(\text{Tac}) \cdot P(\text{Not Aud}) \]

This probability is then used to generate a binomial probability density function, which is obtained from the following formula:

\[ y = \binom{n}{x} p^x (1 - p)^{n-x} \text{ for } x = 0, 1, 2, \ldots, n \]

Where y is probability of getting x number of cells in a category given n number of total cells and the conditional probability, p, of a cell being part of that category. If the value of y was <0.00125 (α = 0.01 corrected for 8 comparisons), then the observed value was considered significantly different from the value predicted by the conditional probability. Values that fell below the 0.06 percentile or above the 99.94 percentile of the distribution generated from the binomial probability density function (as shown in Fig. 2E) meet this criterion. This is the equivalent of a two-tailed binomial test, Bonferroni-corrected for eight comparisons.

We next determined whether each responsive neuron was selective primarily for sensory modality or specific items within a sensory modality. We used a mixed-effects, nested ANOVA model with modality as a fixed group variable and item within modality as a random nested variable (α = 0.01). The response during the 1 s stimulation period for each stimulus was used for this test. For neurons that were significantly selective for modality, item, or both, we calculated the effect size as the measure of selectivity. The effect size allowed us to compare selectivity for modality to selectivity for items, especially for neurons that showed selectivity for both. It should be noted that the calculation of effect size for group and nested subgroup variables in a nested, mixed-effects ANOVA model is dependent on whether the variable is considered fixed (i.e., a measurement without error) or random (i.e., a subsample of representative values drawn from a larger population) (Kirk, 2013). In this case, sensory modality is considered fixed because this is a categorical variable for which there is no error term; however, item within modality is considered random due to the fact that we are only presenting eight stimuli of an infinite number of potential possibilities.

For the fixed variable (i.e., modality), partial ω² was calculated using the following formula:

\[ \hat{\omega}_p^2 = \frac{\sum_{j=1}^{p} \hat{\sigma}^2_{A} / p}{\sum_{j=1}^{p} (\hat{\sigma}^2_{A} + \hat{\sigma}^2_{B}) / p} \]

where

\[ \hat{\sigma}^2_{A} = \frac{MSB(A)}{npq_{1,j}} \]

While the comparable metric, called the intraclass correlation, for the random variable (i.e., item) is obtained from the following formula:

\[ \hat{\rho}_{1,j} = \frac{\hat{\sigma}^2_{B}}{\hat{\sigma}^2_{A} + \hat{\sigma}^2_{B}} \]

In these formulas, MSA is mean squares for modality, MSB(A) is mean squares for item nested within modality, n is degrees of freedom for the subgroup variable (i.e., items nested in modality), p is degrees of freedom for the group variable (i.e., modality), q is number of repetitions per stimulus for the jth stimulus in the set, and \( \sigma^2_{B} \) is the mean square error for the item (i.e., subgroup) level (Kirk, 2013).

Last, to assess how information about modality or item is encoded over time, we determined the time point of the first significant bin using a mixed-effects, nested ANOVA on a series of partially overlapping bins (similar to the sliding window rank-sum method above). Activity was binned in 100 ms bins (stepped by 20 ms) during the stimulation period and compared with activity in the baseline period (−2 to −1 s preceding fixspot on). The first bin with p < 0.01 was considered the first significant bin and taken as the latency to the onset of response of the neuron. To further ensure that this latency metric was reliable, we also calculated the time that elapsed before the effect size during stimulation exceeded the baseline threshold for modality and for item. To do this, we binned...
Figure 2. Types and proportions of multisensory neurons in the monkey amygdala. A–C, Example neural responses to stimuli of a single or multiple sensory modalities: Red represents visual. Green represents tactile. Blue represents auditory. The mean spike density function (solid lines) ± SEM (shaded regions) for each sensory modality shows the amplitude and the time course of the response averaged across eight stimuli. *Time segments in which the firing rate was significantly different from baseline. Vertical gray dotted line indicates the onset of the fixspot. Solid black lines indicate the onset and offset of the stimulus. D, Classification of responses. Top, Pie chart represents the proportion of all recorded cells that responded to 0, 1, 2, or 3 modalities. Bottom, Venn diagram represents the ratio of responsive neurons classified as each combination of responses to visual, tactile, and auditory stimuli: Red represents visual only. Green represents tactile only. Blue represents auditory only. Yellow represents visual-and-tactile. Magenta represents visual-and-auditory. Cyan represents tactile-and-auditory. White represents visual-and-tactile-and-auditory. E, Binomial probability density functions (gray violin plots), cut at the 0.06 and 99.94 percentiles, for the number of cells in each response category given the observed rates of visual, tactile, and auditory responses. Colored diamonds represent the observed number of cells for the category (same color code as in D). Black circle represents the median. Above violin plots, *The observed value was significantly different than expected from the binomial probability density function.
The activity during both baseline and stimulus delivery into partially overlapping 100 ms bins (stepped by 20 ms). We then found the mean effect size for modality and for item plus 3.5 SDs of the activity during baseline. We set these values to be our thresholds. Then, for each neuron that showed significant selectivity for modality, item, or both, we found the time point at which the response crossed the appropriate threshold (e.g., if the cell was selective only for modality, we only looked for the first bin where modality selectivity crossed the threshold). It should be noted that a small number of the cells that registered as modality- and/or item-selective did not have a single bin that crossed this 3.5 SD, likely due to relatively small, but sustained, changes in firing rate relative to baseline. These were excluded from the timing analysis. Both results showed that, on average, information about modality was encoded at earlier time points than information about individual items.

Anatomical reconstruction of recording sites

Reconstruction of the recording sites was done by aligning the electrode tracks to high-contrast fiducial markers (see above) aligned to chamber boundaries and MRI were known, measurements of each cell’s exact test comparing the number of cells of each response type between the nuclei. No response by neuron pairing was significant at the 0.00125). A series of Fisher’s exact tests were more appropriate than a test using a Fisher’s exact test comparing the number of cells (231). We found that the majority of responsive neurons (98 of 160, 61.3%) responded to stimuli of more than one sensory modality with the largest single response type being the “visual-and-tactile-and-auditory” group (Fig. 2D, bottom). These results challenge the view that the monkey amygdala processes predominately visual stimuli, and other sensory modalities may be less effective in activating the component neurons.

We next determined whether any particular response combination was observed more often than expected by chance given the overall number of visual, tactile, and auditory responses. We calculated the conditional probabilities for each of the eight groups listed above and used these to create binomial probability density functions for each group. There were three cases in which the observed value was significantly different from the expected value determined by these probabilities (Fig. 2E). The number of cells responding to all three sensory domains and the number responding to none of the sensory domains were higher than expected (two-tailed binomial test, \( p = 0.0000007 \) and \( p = 0.0000002 \), respectively), whereas the “tactile only” category had fewer cells than expected (two-tailed binomial test, \( p = 0.0002 \)). Furthermore, it is possible that some neurons will only respond to stimuli of different sensory modalities when they are presented simultaneously (Ghazanfar et al., 2005; Sugihara et al., 2006; Stein et al., 2014). Because we can only present a subset of stimuli from each sensory modality, and we did not present multiple stimuli concurrently, these numbers are likely a conservative estimate of the propensity of single neurons in the amygdala to respond to stimuli of different sensory domains. Therefore, these data show that amygdala neurons have a high propensity for multisensory responses, even when the stimuli lack social or emotional value.

Results

The majority of responsive neurons responded to multiple sensory modalities

Although our stimuli were both unfamiliar and devoid of value associations or social significance, they activated a large percentage of neurons (69.3%, 160 of 231) as assessed by the sliding window, rank-sum analysis described in Materials and Methods. Each cell was assigned to one of eight possible types: “visual only,” “tactile only,” “auditory only,” “visual-and-tactile,” “visual-and-auditory,” “tactile-and-auditory,” “visual-and-tactile-and-auditory,” or “nonresponsive.” Examples of neurons that responded to one, two, or all three sensory modalities are shown in Figure 2A–C, respectively. Asterisks indicate the 100 ms bins when the firing rate showed significant deviations from baseline. The relative proportions of cells responding to none, one, two, or all three sensory domains is shown in Figure 2D (top). Equal proportions of visual (111 of 231, 48.1%), tactile (95 of 231, 41.3%), and auditory (93 of 231, 43.0%) responses were observed in this population of neurons (\( \chi^2(N = 299) = 2.10, p = 0.38 \)). Many neurons were responsive to multiple modalities; therefore, the number of visual, tactile, and auditory responses (299) adds up to more than the total number of cells (231). We found that the majority of responsive neurons (98 of 160, 61.3%) responded to stimuli of more than one sensory modality with the largest single response type being the “visual-and-tactile-and-auditory” group (Fig. 2D, bottom). These results challenge the view that the monkey amygdala processes predominately visual stimuli, and other sensory modalities may be less effective in activating the component neurons.

Table 1. Response category by nucleus

<table>
<thead>
<tr>
<th>Non</th>
<th>V</th>
<th>T</th>
<th>A</th>
<th>VT</th>
<th>VA</th>
<th>TA</th>
<th>VTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA</td>
<td>29</td>
<td>11</td>
<td>5</td>
<td>9</td>
<td>16</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>0.2531</td>
<td>0.0832</td>
<td>0.7729</td>
<td>0.3897</td>
<td>0.5576</td>
<td>0.0819</td>
<td>0.5558</td>
<td>0.0057</td>
</tr>
<tr>
<td>0.69</td>
<td>0.87</td>
<td>0.79</td>
<td>0.64</td>
<td>0.33</td>
<td>0.86</td>
<td>1.61</td>
<td>1.97</td>
</tr>
<tr>
<td>0.19, 1.22</td>
<td>0.38, 2.00</td>
<td>0.24, 2.56</td>
<td>0.27, 1.73</td>
<td>0.62, 2.86</td>
<td>0.31, 2.40</td>
<td>0.49, 5.22</td>
<td>0.23, 1.24</td>
</tr>
<tr>
<td>AB</td>
<td>27</td>
<td>9</td>
<td>2</td>
<td>8</td>
<td>7</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>0.0588</td>
<td>0.4663</td>
<td>0.5165</td>
<td>0.6382</td>
<td>0.5249</td>
<td>0.7828</td>
<td>0.1877</td>
<td>0.183</td>
</tr>
<tr>
<td>1.84</td>
<td>1.44</td>
<td>0.47</td>
<td>1.25</td>
<td>0.72</td>
<td>1.12</td>
<td>0.21</td>
<td>95.54</td>
</tr>
<tr>
<td>1.01, 3.35</td>
<td>0.60, 3.34</td>
<td>1.02, 2.22</td>
<td>0.21, 1.26</td>
<td>0.97, 2.16</td>
<td>0.37, 3.36</td>
<td>0.03, 1.67</td>
<td>0.13, 2.24</td>
</tr>
<tr>
<td>AB</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>0.1582</td>
<td>1.00</td>
<td>0.5866</td>
<td>0.0027</td>
<td>1.00</td>
<td>0.3037</td>
<td>1.00</td>
<td>0.7438</td>
</tr>
<tr>
<td>0.10</td>
<td>0.53</td>
<td>1.24</td>
<td>6.57</td>
<td>0.95</td>
<td>2.05</td>
<td>0.00</td>
<td>0.64</td>
</tr>
<tr>
<td>0.07, 1.37</td>
<td>0.07, 2.40</td>
<td>0.15, 0.23</td>
<td>2.14, 0.15</td>
<td>2.41, 0.44</td>
<td>0.42, 0.93</td>
<td>NA</td>
<td>0.14, 2.95</td>
</tr>
<tr>
<td>CE</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>0.6467</td>
<td>1.00</td>
<td>0.1063</td>
<td>0.1391</td>
<td>0.7947</td>
<td>1.00</td>
<td>0.1063</td>
<td>1.00</td>
</tr>
<tr>
<td>1.10</td>
<td>1.00</td>
<td>2.82</td>
<td>0.21</td>
<td>0.78</td>
<td>0.73</td>
<td>2.82</td>
<td>0.88</td>
</tr>
<tr>
<td>0.52, 2.33</td>
<td>0.32, 3.10</td>
<td>0.80, 9.90</td>
<td>0.03, 1.58</td>
<td>0.26, 2.39</td>
<td>0.16, 3.38</td>
<td>0.80, 9.90</td>
<td>0.34, 2.27</td>
</tr>
<tr>
<td>ME</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.5272</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.2434</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>2.27</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.69</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>0.14, 0.16, 0.83</td>
<td>0.14, 0.16, 0.83</td>
<td>0.00, 0.00, 0.00</td>
<td>0.00, 0.00, 0.00</td>
<td>0.00, 0.00, 0.00</td>
<td>0.00, 0.00, 0.00</td>
<td>0.00, 0.00, 0.00</td>
<td></td>
</tr>
</tbody>
</table>

*Each cell indicates the number of cells (first line), p-value (second line), odds ratio (third line), and CI (fourth line) for a response type in a particular nucleus. Statistics generated using a Fisher’s exact test comparing the number of cells of each response type between the nuclei. No response by neuron pairing was significant at the p < 0.05 level when correcting for multiple comparisons (0.05/40 comparisons = 0.00125). BA, basal; AB, accessory basal; LA, lateral; CE, central; ME, medial. Response category labels: Non, nonresponsive; V, visual; T, tactile; A, auditory; VT, visual/tactile; VA, visual/auditory; TA, tactile/auditory; VTA, visual/tactile/auditory.

*Table 1. Response category by nucleus*
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Neurons in the amygdala show greater modality selectivity than item selectivity

We next quantified and compared the difference in responses (1) between sensory modalities and (2) between items within a sensory modality using a mixed-effects, nested ANOVA model with modality as a fixed group variable and items within modality as a random, nested variable (see Materials and Methods). For example, the neuron shown in Figure 3A was modality-selective, responding with a large increase in firing rate to all visual stimuli.
and significantly smaller increases for auditory and tactile stimuli. This neuron showed no item selectivity because the variation of firing rate induced by the eight stimuli within each sensory modality was low (effect size for modality = 0.48, effect size for item = −0.05). In contrast, the neuron shown in Figure 3B shows a very strong tactile response, a moderate visual response, and a relatively weak auditory response. There is also considerable variability within each sensory domain: note the relatively elevated response to a single visual stimulus, the variability in the later stages of the tactile stimuli, and the elevations in firing rate for two of the auditory stimuli. This neuron was classified as both modality- and item-selective (effect size for modality = 0.80, effect size for item = 0.40). Overall, 76.3% of responsive neurons (122 of 160 cells) were selective for modality, item, or both (Fig. 3C; mixed-effects, nested ANOVA, $\alpha = 0.01$). Of these selective neurons, a higher proportion were modality-selective (58 of 122, 47.5%) than item-selective (35 of 122, 28.7%) or both modality- and item-selective (29 of 122, 23.8%), suggesting that sensory modality figures more prominently in the population of cells (Fig. 3C; $\chi^2(2, N = 122) = 17.29, p = 0.0001$). Figure 3D shows the distributions of the effect sizes for modality and for item for all responsive cells. While the range of effect sizes seen is similar between the two variables, the distribution of the effect sizes for modality is slightly shifted toward higher values. This is confirmed by comparing the per cell difference in the effect size metrics for all responsive cells (paired t test, $t_{(159)} = 3.52, p = 0.0006$). When restricting this comparison to only cells that were both modality- and item-selective, we found a similar strong bias toward modality selectivity (Fig. 3D, inset; paired t test, $t_{(26)} = 4.13, p = 0.0003$).

To determine whether modality- or item-specific information emerges earlier from the spike trains, we performed mixed-effects, nested ANOVAs in a series of 100 ms bins (20 ms steps) throughout stimulus delivery. Figure 3E shows effect size over the baseline, prestimulus, and stimulus delivery periods for one example neuron that was both modality- and item-selective. We found that the latency to the first significant bin was significantly shorter for modality than for item (Fig. 3F; Wilcoxon rank-sum test, $Z = −2.64, p = 0.008$).

These results demonstrate the primacy of sensory modality over item specificity across the neural population in the amygdala in terms of the higher number of modality-selective neurons, the larger average effect size of modality, and the earlier emergence of modality selectivity. It is likely, therefore, that earlier components of the spike train typically signal modality and later components signal a specific item within a sensory modality.

### Different spike-train metrics select for sensory modality and items within a modality

Given the relatively small number of neurons in the macaque amygdala, ~6 million (Carlo et al., 2010; Chareyron et al., 2011), it is likely that variations in response magnitude alone are insufficient to differentiate between the great diversity of stimuli processed therein. Indeed, within the visual modality alone, Mosher et al. (2010) found that amygdala neurons differentiate stimuli using the following: (1) response magnitude (differences in the maximal change in firing rate between baseline and stimulus delivery), (2) polarity of the response (increases or decreases in firing rate during stimulation relative to baseline), and (3) duration of the response (phasic or tonic). We determined whether these metrics (see schematic in Fig. 4A) could also differentiate between sensory modalities. Example neurons that exhibited each of these three types of firing rate modulations are shown in Figure 4B–D. Figure 4B shows a neuron that responded with different magnitudes of firing rate to tactile (largest), visual (intermediate), and auditory (smallest) stimuli. The neuron shown in Figure 4C also responded to all three sensory modalities, but the responses to the visual stimuli were decreases in firing rate, whereas the responses to the tactile and auditory stimuli were increases in firing rate. This type of response was most obvious in neurons that had higher baseline firing rates. Changes in the temporal pattern of the response are illustrated by the neuron shown in Figure 4D. While the tactile and auditory stimuli elicit phasic increases in firing rates, the visual response causes a tonic elevation of firing rate: that is, the elevated firing rate lasted longer than the phasic increase seen for the other two sensory modalities (a significant visual response was seen in 45 of the tested bins, whereas the tactile and auditory responses only lasted for 13 and 7 bins, respectively). This neuron also showed a difference in response magnitude, which was determined by finding the 100 ms bin with the highest mean response rate relative to the baseline period across all trials (visual maximal response = 12.4 ± 2.6 SD spikes/s, tactile maximal response 5.9 ± 2.8 SD spikes/s, auditory maximal response = 5.2 ± 2.7 SD spikes/s, one-way ANOVA, $F_{(2,21)} = 0.001$).
Finally, we determined whether any of these three types of firing rate modulations were specific for any sensory modality. No significant difference was seen between the sensory domains for response magnitude (Fig. 4E; Kruskal–Wallis, \(F_{2,297} = 1.17, p = 0.56\)), for the proportions of excitatory versus inhibitory responses (Fig. 4F; \(\chi^2(2, N = 299) = 1.69, p = 0.43\)), or for response duration (Fig. 4F; Kruskal–Wallis, \(F_{2,297} = 1.09, p = 0.58\)). Given that phasic/tonic and excitatory/inhibitory responses are likely to emerge as a consequence of interaction of inhibitory and excitatory neurons in the amygdala, it appears that sensory inputs of different modalities do not show preferential connectivity with inhibitory neurons that shape spike-train polarity and duration.
Anatomical distribution of multisensory cells

To examine the anatomical distribution of responsive cells, we reconstructed the location of all recorded neurons by aligning the anteroposterior, mediolateral, and dorsoventral position of a 16 channel V-probe to high-contrast markers on postsurgical MRIs. We found that almost all response combinations could be observed in each amygdala nucleus, with the exception of the medial nucleus (in which we only recorded two analyzable neurons) and the lateral nucleus (in which no tactile-auditory responses were observed) (Fig. 5). It is likely that all response types would have been observed in the lateral nucleus if we had recorded from more cells in this area; however, we have generally found that it is more difficult to isolate cells in the lateral nucleus of the amygdala relative to the basal and accessory basal nuclei.

No clustering of responses was seen quantitatively (Fig. 5B,C; Table 1; Fisher exact tests, all p > 0.05, Bonferroni-corrected for multiple comparisons). It is possible that the apparent clustering of nonresponsive neurons in the posterior-medial aspects of the amygdala in Monkey B reflects an anatomical gradient of responsiveness (16 of 19 cells were categorized as nonresponsive on slices 17 and 18 in Fig. 5C). We did not record from these posterior sites in Monkey F and are therefore unable to assess this issue in depth. Future studies with more systematic sampling from more animals will help to elucidate this issue. The presence of multisensory neurons in all sampled nuclei (i.e., at all stages of intra-amygdala processing) indicates that multisensory processing does not emerge from the hierarchical convergence of inputs from the lateral to the basal and accessory basal nuclei as suggested by anatomical studies (Pitkänen and Amaral, 1991; Jolkkonen and Pitkänen, 1998; Bonda, 2000).

Discussion

The majority of responsive neurons in the primate amygdala were multisensory

Single-unit recording studies in the monkey amygdala provide evidence for neurons that respond to all sensory modalities (Leonard et al., 1985; Scott et al., 1993; Karađić et al., 2005; Paton et al., 2006; Gothard et al., 2007; Mosher et al., 2010, 2016; Livne et al., 2012; Genud-Gabai et al., 2013; Peck and Salzman, 2014; Chang et al., 2015; Resnik and Paz, 2015). The relative proportion and intra-amygdala distribution of neurons tuned to different sensory modalities are difficult to assess because, with rare exceptions (Nishijo et al., 1988; Kuraoka and Nakamura, 2012), studies use stimuli of a single sensory modality. In our study, only 38.7% of responsive neurons responded to a single modality; the rest (61.3%) were multisensory. This may explain why numerous studies report that neurons in the amygdala appear relatively nonresponsive or difficult to activate (i.e., increasing the complexity of the stimulus space would likely result in more responses).
More cells responded to stimuli from all three sensory domains than expected given the conditional probability of getting “visual-and-tactile-and-auditory” responses (i.e., if the chances of getting visual, tactile, and auditory responses were independent and randomly distributed across all neurons). This suggests an active mechanism or connectivity pattern that enhances the convergence of multiple sensory inputs onto single neurons. This pattern is reminiscent of the properties of hidden layers in fully connected neural networks (Touretzky and Pomerleau, 1989; Anderson, 1995).
The hypothesis that there is a large overlap in inputs and/or a high degree of intra-amygdala connectivity is further supported by the failure to find a regional distribution of neurons that respond to a particular sensory modality. It should be noted that we recorded different numbers of neurons from each nucleus (Table 1), and we have not histologically verified all of the recording sites (Monkey B is still alive). Future experiments and histology will fully address these issues. Nevertheless, these findings support the emerging idea that neurons recorded from different nuclei of the amygdala cannot be distinguished based on their neuronal responses to stimuli or task variables (Amir et al., 2015; Resnik and Paz, 2015; Paré and Quirk, 2017; Kyriazi et al., 2018; Munuera et al., 2018).

Modality selectivity and item selectivity were encoded by different spike-train metrics

We report here that coarse information (i.e., sensory modality) is encoded before more detailed information that differentiates between items within a modality. This finding is consistent with a report of shorter response latencies for species-specific stimulus categories by Minxha et al. (2017). This study replicated previous reports that neurons in the monkey amygdala differentiate between categories of stimuli and between items within each category by three main types of firing rate changes: (1) response magnitude, (2) response polarity, and (3) response duration (Mosher et al., 2010). We found that any of these response metrics could distinguish between any sensory modality and/or item within a modality. It appeared, however, that different metrics were used for modality and items; for example, the polarity of the response of the neuron shown in Figure 4C could be used to differentiate between sensory modality, whereas response magnitude could be used to discriminate items within a modality.

The observed differences in response magnitude, polarity, and duration could arise from circuit motifs that cannot be assessed with the experimental tools currently available in primates. However, it is likely that response polarity and response duration are shaped, at least in part, by different mechanisms of inhibition in the local circuits of the amygdala. If a stimulus of particular sensory modality activates neurons that provide feedforward inhibition to the recorded neuron, the result would be a modality-specific decrease in firing rate relative to baseline. Likewise, one potential mechanism explaining the phasic responses is feedback inhibition, whereas tonic responses could arise via disinhibition. Disinhibition, in particular, is a common circuit mechanism that has been amply documented using in vivo genetic/molecular manipulations in the rodent amygdala (Paré et al., 2003; Ehrlich et al., 2009; Ciocchi et al., 2010; Han et al., 2017). Importantly, any sensory modality could elicit any type of firing rate modulation; this feature is also suggestive of a fully connected hidden layer (Tourretzky and Pomerleau, 1989; Anderson, 1995).

Limitations of this study

Several questions related to multisensory processing in the amygdala were not addressed by this study and will require follow-up experiments. The most important of these questions is whether neurons in the amygdala show multisensory integration, similar to what has been shown in other areas, including the superior temporal sulcus (Beauchamp et al., 2004; Barraclough et al., 2005; Ghazanfar et al., 2005; Dahl et al., 2010; Werner and Noppeney, 2010; Stein et al., 2014), parietal cortex (Duhamel et al., 1998; Avillac et al., 2004; Bremen et al., 2017), PFC (Sugihara et al., 2006; Romanski and Hwang, 2012; Diehl and Romanski, 2014), and in subcortical areas, such as the superior colliculus (Wallace and Stein, 1997; Groh and Pai, 2010; Stein et al., 2014). It will be critical to determine whether multisensory integration in the amygdala (whatever cellular and circuit mechanism it takes) can be induced by stimuli that require joint processing of multiple sensory modalities. For example, are social stimuli (e.g., faces and voices) more likely to be integrated than random objects that produce specific sounds (e.g., a faucet and the sound of running water)? Furthermore, would multisensory integration be favored if processing jointly the sight of random objects and the sounds they make if these stimuli become predictive of reward or punishment?

Neurons in the amygdala respond to stimuli without social/emotional significance

It is remarkable that ~70% of cells significantly altered their activity in response to the passive reception of neutral stimuli. The animals had no prior experience with the stimuli, so familiarity is unlikely to drive this activity. It is possible that some of these responses were related to shifts in attention or arousal generated by the stimuli (i.e., despite our efforts, some of the stimuli may have had an unknown significance). Complete dissociation of responses driven by attentional versus sensory factors was beyond the scope of these experiments, yet should be considered in future work. For example, follow-up experiments could assess whether the responses of neurons in the amygdala are tuned to low-level features of tactile stimuli (i.e., does the magnitude of response to nonaversive tactile stimulation scale with the intensity/force profile of the touch?). The firing rate changes elicited by these emotionally neutral, nonsocial stimuli were in the same range as the responses elicited in previous studies by videos of facial expressions and rewards (Leonard et al., 1985; Gothard et al., 2007; Belova et al., 2008; Bermudez and Schultz, 2010). If a role of the amygdala is to signal the presence of highly salient (i.e., emotionally and socially relevant) stimuli, an activation of this magnitude in response to stimuli of low significance is unexpected. It is possible that the amygdala signals the value or behavioral relevance of all encountered stimuli, including the stimuli of low value (that require no arousal decisions about approach/avoidance). Indeed, Paton et al. (2006) noted that “In addition [to image value], image identity had a significant effect in many cells, often overlapping with the representation of value at the single-cell level.” Furthermore, Genud-Gabai et al. (2013) demonstrated that stimuli often considered “controls” (i.e., the nonreinforced stimuli in an association task) are well represented by neurons in the amygdala, possibly because these stimuli now are reliable predictors of the lack of an outcome. We intentionally used a simple task featuring stimuli with no inherent value to emphasize that sensory modality and stimulus identity are encoded in the amygdala, almost by default. The default response of large populations of neurons in the amygdala may be independent of association with value (whether unconditioned or conditioned) or social significance. Establishing that certain stimuli are of low significance may be important to prevent the elaboration of energetically costly behavioral and autonomic responses that are typically elicited by stimuli of high behavioral relevance. These processes may not be easily detectable by signals with slower temporal dynamics (e.g., the BOLD signal) but may be important for affective homeostasis and optimal social behavior.

In conclusion, these data demonstrate that single neurons in the amygdala often respond to neutral stimuli from multiple sensory domains. The diverse response profiles and lack of clear anatomical clustering suggest a highly flexible system upon which more elaborate representations of associated value or social sig-
nificance might be built. Future studies of how neurons in the amygdala integrate the various sensory features, as well as more abstract components of stimuli, will help to elucidate the mechanisms by which the amygdala binds information from multiple sources.
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